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Abstract

Exposure to air pollution is associated with increased morbidity and mortality. Recent
technological advancements permit the collection of time-resolved personal exposure data.
Such data are often incomplete with missing observations and exposures below the limit of
detection, which limit their use in health effects studies. In this paper we develop an infi-
nite hidden Markov model for multiple asynchronous multivariate time series with missing
data. Our model is designed to include covariates that can inform transitions among hid-
den states. We implement beam sampling, a combination of slice sampling and dynamic
programming, to sample the hidden states, and a Bayesian multiple imputation algorithm
to impute missing data. In simulation studies, our model excels in estimating hidden states
and state-specific means and imputing observations that are missing at random or below
the limit of detection. We validate our imputation approach on data from the Fort Collins
Commuter Study. We show that the estimated hidden states improve imputations for data
that are missing at random compared to existing approaches. In a case study of the Fort
Collins Commuter Study, we describe the inferential gains obtained from our model in-
cluding improved imputation of missing data and the ability to identify shared patterns in
activity and exposure among repeated sampling days for individuals and among distinct
individuals.
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1 Introduction

Exposure to indoor and outdoor air pollution are leading environmental risk factors for morbidity and

mortality worldwide (Global Burden of Diseases 2019 Risk Factors Collaborators, 2020). Recent techno-

logical advances allow personal monitors to be used to collect time-resolved ambient pollutant exposure

data at the individual level. As opposed to collecting data from local air quality monitoring sites, personal

monitoring results in more accurate assessments of exposure to air pollutants because these monitors

move with an individual through various indoor and outdoor microenvironments such as home, work,

and transit. Along with the advantages, time-resolved personal exposure data also evoke several model-

ing challenges, including strong temporal dependence, missing observations, and exposure values below

the monitoring device’s limit of detection (LOD).

Our work is motivated by the Fort Collins Commuter Study (FCCS). The FCCS assessed personal ex-

posure to ambient air pollutants during normal workdays in Fort Collins, Colorado, USA (Good et al.,

2016; Koehler et al., 2019). Exposures were assessed for multiple people on different days, creating mul-

tiple asynchronous multivariate time series. Shared patterns in movement and exposures exist due to

locality and repeated sampling days for the same individual, and may be informed by covariates col-

lected during the study such as time of day or individual-level factors. As is typical in personal exposure

monitoring studies, some exposure data were missing due to device malfunction, participant noncom-

pliance, or values too low to be detected by the monitoring device.

Several model-based approaches have been proposed to impute missing air pollution data observed

on a daily time scale or at larger temporal resolutions. Hopke et al. (2001) and Krall et al. (2015) pro-

posed imputation approaches based on Bayesian multivariate normal models. Hopke et al. (2001) ac-

counted for time series structure with smoothly-varying means through an integrated moving average,

but both models assume a constant variance over time. Houseman and Virji (2017) proposed an impu-

tation model that uses splines to account for temporal trends, but this model breaks down with high au-

tocorrelations. No models have been proposed to impute missing multivariate exposure data observed

from personal monitors that account for rapid changes in the exposure distribution as people transition
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between environments (e.g. indoors to outdoors).

We conceptualize environments and activities as unobserved, or latent, discrete states through which

individuals transition over time, with each state giving rise to a unique distribution of multivariate expo-

sure data. To model the complexity of these data, we propose an infinite hidden Markov model (iHMM)

framework (Beal and Rasmussen, 2002). Unlike traditional hidden Markov models (HMMs) (Rabiner and

Juang, 1986), iHMMs allow for a countably infinite number of hidden states in the model by leveraging

Bayesian nonparametric prior formulations, such as the Dirichlet process and extensions thereof (Beal

and Rasmussen, 2002; Teh et al., 2006; Fox et al., 2011; Montañez et al., 2015), the beta process (Fox et al.,

2014), and the probit stick-breaking process (PSBP) (Rodríguez and Dunson, 2011; Sarkar et al., 2012). A

natural extension of these models is to modify transition probabilities based on available covariate infor-

mation (Altman, 2007; Sarkar et al., 2012) or to incorporate application-specific prior beliefs, for example

an increased propensity of lingering in a given state (Fox et al., 2011; Montañez et al., 2015; Hensley and

Djuric, 2017). While HMMs are often developed to handle multiple time series (Altman, 2007; Langrock

et al., 2013; Dias et al., 2015), iHMMs are typically not designed for this setting, with few exceptions (Fox

et al., 2014). Notably, we are unaware of any iHMM methods that allow for multiple multivariate time

series that are covariate-dependent. Further, there are no existing iHMMs that can impute both data that

are missing at random (MAR) and below the LOD.

In this manuscript, we develop a covariate-dependent iHMM for the analysis of multiple multivari-

ate time series with missing data. We model the hidden state transition distribution with a covariate-

dependent PSBP to inform transitions and identify shared patterns among multiple time series. By de-

veloping a fully Bayesian computational approach, we handle multiple imputation naturally by sampling

from the posterior predictive distribution of the missing data conditional on the observed data and the

estimated hidden states. Our primary inferential goals are to impute missing observations and identify

a hidden state structure representing time-activity patterns associated with personal exposures.
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2 Fort Collins Commuter Study

The FCCS followed 45 individuals for between 1 and 13 non-consecutive days each and measured their

exposure to fine particulate matter (PM2.5) mass (µg/m3), carbon monoxide (CO) (parts per million), and

black carbon (BC) (µg/m3) at 10-second resolution for 24-hour periods. Using GPS data and time-activity

diaries, each time point was manually classified into one of five microenvironments: home, work, transit,

eateries, and other. The FCCS aimed to identify patterns in exposure to multiple pollutants that were

associated with microenvironments.

We considered a subset of the FCCS data. Specifically, we considered only those individuals who had

at least 5 repeated sampling days with less than 10% total missing observations on each day. This resulted

in 50 sampling days including 9 individuals. We averaged the data to 5-minute intervals. If the 5-minute

interval contained at least 90% observed data, then the exposure value for that interval was considered

observed and calculated as the mean of the observed data within the interval. Observed data were log-

transformed and scaled so each exposure had mean 0 and variance 1. Otherwise, the exposure value

was considered missing and either denoted MAR or below the LOD based on the mode of the missing

data type within the interval. In the FCCS, data classified as below the LOD were below the minimum

value reported by the device (Koehler et al., 2019). Data specified as MAR were missing due to device

malfunction or participant noncompliance. Hence, MAR data may be below or above the LOD. The

missing data type was known, and we assumed the LODs to be fixed at the minimum value the device

reports. The log-transformed LODs for BC, CO, and PM2.5 were -3.57, -3.87, and -1.14, respectively. In

this analysis, approximately 0.3% of observations were MAR and 3% were below the LOD.

In addition to exposure data, the FCCS data contain covariate information that may inform the latent

time-activity patterns. These variables include time of day, microenvironments, and individual identi-

fiers that link repeated sampling days for a single individual.
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3 Model

We first present the model for multivariate exposure data conditional on the hidden states. We then

present the model for the hidden states. We describe the missing data model next. Last, we discuss

posterior computation.

3.1 Multivariate Exposure Data Model

Let yi st be a p-dimensional vector of exposures measured at time points t = 1, . . . ,Ti s for individuals

i = 1, . . . ,n on sampling days s = 1, . . . ,Si . Then Yi s,1:Ti s is the p ×Ti s matrix of multivariate time series

data for Ti s equally-spaced time points for individual i on sampling day s. Our approach allows for

varying time series lengths, but for presentation purposes, we assume all time series have length T and

omit the i s subscript. We assume the data for each pollutant are centered and scaled to have mean 0 and

variance 1. Let zi st denote the hidden state for individual i on sampling day s at time t , where zi st = k

if individual i on sampling day s is in state k at time t . We define the vector zi s,1:T = (zi s1, . . . , zi sT ) as

the hidden state trajectory for individual i on sampling day s, which has the first-order Markov property

such that p(zi st |zi s,1:t−1) = p(zi st |zi s,t−1). We assume yi st are conditionally independent of exposure

data measured for any i ′ 6= i , s′ 6= s, or t ′ 6= t given the hidden states. The distribution of the multivariate

emission data at a single time point is

f (yi st |Yi s,1:t−1,zi s,1:t ) = f (yi st |zi st ), (1)

where any parameters associated with the hidden state are indexed by zi st , and global parameters are

implicit. We will refer to (1) as the emission distribution. We assume a Gaussian emission distribution

with state-specific mean and variance

f (yi st |zi st = k) ≡ N(µk ,Σk ), (2)
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where µk |Σk ∼ N
(
µ0, 1

λΣk
)

and Σk ∼ Inverse-Wishart(ν,Ip ). The hyperparameters µ0, λ, and ν are fixed.

We set µ0 = 0 since the data are centered and scaled, and we set λ = 10 to reflect the assumption that

state-specific means are less variable than the data within a state. We set ν= p +2, so E(Σk ) = Ip a priori.

3.2 Hidden State Model

We model hidden states for each time point as

zi st |zi s,t−1 ∼ Categorical
(
πzi s,t−1

)
, (3)

where πzi s,t−1 is the vector of probabilities for transitioning out of state zi s,t−1 into each of the possibly

infinite hidden states. We modelπzi s,t−1 using a covariate-dependent PSBP (Rodríguez and Dunson, 2011;

Sarkar et al., 2012). Let xi st represent a vector of covariates measured for individual i on sampling day s at

time t . The covariates we consider are either smooth basis functions of time of day or indicator variables

for the microenvironment classification of time points. Let π j k (xi st ) = P (zi st = k|zi s,t−1 = j ,xi st ) be the

probability of transitioning from state j to state k at time t given the covariates xi st for individual i on

sampling day s at time t . We construct the transition distribution probabilities as

π j k (xi st ) =Φ(α j k +x′i stβk +x′i stγi k )
∏
l<k

[
1−Φ(α j l +x′i stβl +x′i stγi l )

]
, (4)

whereΦ(·) denotes the standard normal distribution function. In (4),α j k is an intercept term controlling

dependency between states at consecutive time points, x′i stβk controls the propensity of being in state

k at time t based on covariates measured at time t , and γi k are subject-specific effects that inform the

propensity for individual i to be in state k at time t . Specifically, γi k allows for subject-level deviation

from the overall population effect of covariates when considering repeated sampling days for multiple

subjects as in the FCCS.

We complete the model specification with hyperpriorsα j k |σ2
α ∼ N(0,σ2

α) for j 6= k andσ−2
α ∼ Gamma(1,1)

to model transitions to different states andα j j |mα, vα ∼ N(mα, vα), mα ∼ N(0,1), and v−1
α ∼ Gamma(1,1)
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to model self-transitions. We place a hierarchical model on the self-transition mass α j j to allow the data

to inform the tendency to linger in a state or be transient, under the assumption that personal exposure

data may elicit some hidden states that are short-lived and others that occur for long periods of time.

Finally, βk ∼ N(0,I), γi k |κ2 ∼ N(0,κ2I), and κ−2 ∼ Gamma(1,1).

3.3 Missing Data Model

The previous sections described our proposed model for exposure data with no missing values. We

extend this model to accommodate missing exposure data by imputing values from the missing data

model, which is the posterior predictive distribution of the missing data given the observed data. The

missing data model is conditional on the estimated hidden states and corresponding emission distribu-

tion parameters, hence, we account for uncertainty in the estimated hidden states in our imputation.

At each time point, the vector of exposures may have any combination of data that are observed,

MAR, or below the LOD. Denote yobs as the set of data that is observed, yMAR as the set of data that is

MAR, and yLOD as the set of data below the LOD. We first consider MAR data and ignore data below the

LOD. If all p exposures are MAR for individual i on sampling day s at time t , the missing data model is

yi st ,MAR|zi st = k,µk ,Σk ∼ N
(
µk ,Σk

)
. (5)

When yi st has some exposures that are observed and some that are MAR, we partition the complete data

into its observed and missing parts as yi st = (yi st ,obs,yi st ,MAR). The emission distribution for yi st can

then be written as

 yi st ,obs

yi st ,MAR

 ∣∣∣∣zi st = k,µk ,Σk ∼ N


 µ(k,obs)

µ(k,MAR)

 ,

 Σ(k,obs,obs) Σ(k,obs,MAR)

Σ(k,MAR,obs) Σ(k,MAR,MAR)


 . (6)

In this case, the missing data model is

yi st ,MAR|yi st ,obs, zi st = k,µk ,Σk ∼ N
(
µ(k,MAR|obs),Σ(k,MAR|obs)

)
, (7)
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where

µ(k,MAR|obs) = µ(k,MAR) +Σ(k,MAR,obs)Σ
−1
(k,obs,obs)

(
yi t ,obs −µ(k,obs)

)
(8)

Σ(k,MAR|obs) = Σ(k,MAR,MAR) +Σ(k,MAR,obs)Σ
−1
(k,obs,obs)Σ(k,obs,MAR). (9)

The missing data model for data below the LOD is similar, except yi st ,LOD replaces yi st ,MAR in (6), (7),

(8), and (9), and the model is a truncated multivariate normal distribution to constrain imputations to

be below the LODs specified for each exposure. Full details are in Web Appendix A.

3.4 Posterior Computation

We implement a Metropolis-within-Gibbs algorithm to sample from the posterior distribution. Our com-

putation approach closely mirrors that described in Sarkar et al. (2012). We implement Beam sampling

(Van Gael et al., 2008), a combination of slice sampling (Neal, 2003; Walker, 2007) and dynamic pro-

gramming, to sample the hidden states. To sample the parameters of the transition distribution, we

introduce auxiliary truncated normal random variables for each element of the PSBP and follow a sim-

ilar approach to that used in Bayesian probit regression (Chung and Dunson, 2009). In data sets with

no missing observations, we sample all emission distribution parameters with Gibbs sampling. In the

case of missing data, we reparameterize the state-specific covariance matrices using a decomposition of

lower triangular and diagonal matrices (Chan and Jeliazkov, 2009). We then update individual elements

of the state-specific covariance matrices with independent Metropolis-Hasting steps for improved mix-

ing and empirical performance. Full details of our posterior computation approach, including details for

multiple imputation, are in Web Appendix B.

4 Simulation Studies

We tested the performance of our proposed method in a simulation study. We compared five models.

The first two models are variations of our proposed approach, which we term ‘joint’ models since we fit

our model jointly to all time series. The ‘joint cyclical’ model includes a cyclical harmonic function of
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time as covariates to reflect cyclical daily patterns. In the simulation study, we do not consider repeated

time series for individuals and do not consider subject-specific effects. We therefore drop the subscript

s in the notation in this section. To create the cyclical function, we scaled the time of day to the interval

(0,2π) and defined x′i t = [sin(hi t ),cos(hi t ),sin(2hi t ),cos(2hi t )], where hi t denotes the scaled time of day

for individual i at time point t . The ‘joint no covariates’ model does not include any covariates. To eval-

uate the benefit of our joint approach for all time series over the naive approach of fitting independent

models for each time series, we fit the cyclical model and the model without covariates separately to each

time series (‘independent cyclical’ and ‘independent no covariates’, respectively). Finally, to quantify the

importance of temporal structure in the modeling approach, we fit a Dirichlet process mixture model

(joint DPMM) that allows shared states among time series but includes no temporal dependency. All

models in our simulation study account for missing data using the same missing data model described

in Section 3.3. We did not consider other iHMMs in our simulation study because methods with existing

software lack the ability to simultaneously impute both MAR and below LOD data and accommodate

multiple asynchronous time series.

Our proposed approach is computationally complex, but mixes quickly due to beam sampling of the

hidden state trajectories. The computational time is O(nT K 2). The time to run 1000 iterations of our

MCMC sampler on our simulated data is 46 minutes on a personal laptop (Processor: 3.1 GHz Dual-

Core Intel Core i5, Memory: 16 GB 2133 MHz LPDDR3) in R version 4.0.3. We assessed convergence

with trace plots of imputations and the estimated number of hidden states (Web Figures 1-3). Evidence

of convergence appeared within 5000 iterations. Hence, we based inference on 5000 iterations after a

burn-in of 5000 iterations.

4.1 Data-Generating Process for Simulated Data

We considered two simulation scenarios, one with shared temporal trends among individuals and one

with distinct temporal trends for each individual. In both scenarios, we simulated n = 20 time series of

length T = 288 to emulate data recorded every 5 minutes over a 24-hour period, similar to our applica-

tion. We considered p = 3 mixture components. We set the true number of hidden states to K = 20.
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For individuals i = 1, . . . ,20, we first sampled unordered state labels for t = 1, . . . ,288 as z∗
i t |ρi ∼

Categorical(ρi ) and ρi ∼ Dirichlet20 (20,19,18, . . . ,3,2,1). We then grouped the states by index. In the

shared trends scenario, we sorted the states for each individual as 1 to 20 so all individuals traveled

through the states in the same order. We set t = 1 to be halfway though state 1 so all individuals started

and ended in state 1. Due to small state allocation probabilities, some hidden states were not gener-

ated for all individuals. In the distinct trends scenario, we randomly permuted the ordering of the states

for each individual. Each individual began and ended in the same state, but the hidden state sequence

differed for each individual to reflect distinct temporal trends. Our data-generating process induces im-

plicit dependence on both time and previous state, which is well-represented by our model. In addition,

the process generates some highly-frequented hidden states as well as some hidden states that are only

visited for a small number time points, mimicking the heterogeneity observed in the FCCS data. Further,

we intentionally did not simulate directly from our proposed model to test performance in a more real-

istic setting where none of the models considered exactly match the true data-generating mechanism.

In both scenarios, we randomly generated the state-specific emission distribution means µk ,k =

1, . . . ,20, as N(0,Σ0), where Σ0 is a diagonal matrix with elements 0.7, 0.4, and -0.2. To create the state-

specific covariance matrices Σk , k = 1, . . . ,20, we generated lower diagonal matrices Lk with 1’s on the

main diagonal and off-diagonal elements simulated from a N(0,0.5) distribution. We defined state-

specific covariance matrices as Σk ≡ ( 1
100

)
L−1

k (L−1
k )′. We simulated data by yi t |zi t = k ∼ N(µk ,Σk ) and

then scaled the data so each component had mean 0 and variance 1.

We constructed data sets with missing data levels of 0% (i.e. completely observed data), 5%, 10%,

and 20%. For each missing data level, we specified half of the missing data as MAR and half as below the

LOD. We randomly removed MAR data in chunks of size 1 to 10 time points to reflect the idea that data

may be missing in sequences due to instrument failure or participant noncompliance. For missing data

below the LOD, we removed all data that fell below the quantiles defined as half the missing data level

(e.g., 2.5%, 5%, and 10%). We simulated 100 data sets for each scenario and missing data level.
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4.2 Evaluation Criteria

To evaluate hidden state estimation, we reported the mean estimated number of hidden states (K̂ ) for

each method. We calculated the estimated number of hidden states as the average number of occupied

hidden states in each MCMC iteration post burn-in. For the independently fit iHMMs, we reported the

total mean estimated number of hidden states for all 20 time series since these methods estimate unique

hidden states for each individual. In each MCMC iteration, we assigned estimated states to true states

to maximize overlap, and calculated the resulting Hamming distance (Van Gael et al., 2008). Hamming

distance is the number of time points at which the true states and estimated states do not align. Our

final evaluation metric was the posterior mean proportion of incorrectly classified time points. For the

independently fit iHMMs, we calculated Hamming distance separately for each time series and reported

the average posterior mean proportion of incorrectly classified time points across all 20 time series. We

evaluated state-specific mean estimation via mean squared error (MSE) (see Web Appendix C for details).

On data sets with missing observations, we calculated MSE and bias for MAR data and data below the

LOD averaged over 400 imputations. We reported the mean for each measure across 100 simulated data

sets.

4.3 Simulation Results

Results from the shared trends scenario simulation study are shown in Table 1. At all levels of missing-

ness, the joint cyclical model was best able to estimate hidden states. By fitting a single model to all time

series instead of fitting a separate model to each time series, the joint cyclical model estimated fewer,

larger states. In most cases, this translated into better estimation of the state-specific means and better

imputation of missing data.

On completely observed data, the joint cyclical model had an average estimated number of hidden

states (14.25) closest to the truth, smallest Hamming distance (0.23), and MSE for state-specific means

of 0.06. The next best method was the joint no covariates model, which estimated 12.78 hidden states

on average, and had mean Hamming distance of 0.31 and MSE for state-specific means of 0.08. The
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joint DPMM followed, with an estimated 30.13 hidden states, Hamming distance of 0.33, and MSE for

state-specific means of 0.05. The independently fit iHMMs performed worst in both measures, and sub-

stantially over-estimated the number of hidden states (K̂ = 125.97 for independent cyclical model and

K̂ = 100.80 for independent no covariates model) since they estimate unique states for each time series.

At 5% missing data, the joint cyclical model estimated 13.50 hidden states on average, with Hamming

distance of 0.30 and MSE for state-specific means of 0.08. The joint no covariates model was the next best

method, estimating an average of 11.06 hidden states with Hamming distance of 0.39 and MSE for state-

specific means of 0.10. The independently fit iHMMs (K̂ = 122.62 for independent cyclical model and

K̂ = 96.82 for independent no covariates model) and the joint DPMM (K̂ = 47.84) over-estimated the

number of hidden states, with Hamming distances ranging from 0.49 for the joint DPMM to 0.61 for the

independent no covariates model. In state-specific mean estimation, the independently fit iHMMs out-

performed the joint DPMM. The same relative performance of all models existed at 10% missing data.

At 20% missing data, the joint cyclical model continued to most accurately estimate the hidden states

(Hamming distance = 0.33), followed by the joint no covariates model (Hamming distance = 0.46). In

state-specific mean estimation, both joint iHMMs performed similarly and outperformed the indepen-

dently fit iHMMs and, by far, the joint DPMM.

The slight under-estimation of the number of states using the joint iHMMs is a result of a tendency

to merge small states, which may contain only one or two time points, with other states. It is clear from

the results that under-estimating the number of hidden states is preferred to over-estimating since our

proposed joint approaches had lower Hamming distances and lower MSE for estimated state-specific

means than the independently fit iHMMs. The poor estimation performance of the joint DPMM in the

presence of missing data demonstrates the importance of including temporal dependency in the mod-

eling framework. The relative improvement of the models with covariates compared to those without

covariates demonstrates the value of including covariates in the transition dynamics.

The improved hidden state and state-specific mean estimation in the proposed joint models resulted

in more accurate imputations for missing data. At 5% missing data, the joint iHMMs had smallest MSE

for both types of imputations (joint cyclical: MAR MSE = 0.46, LOD MSE = 3.01; joint no covariates: MAR

12



MSE = 0.62, LOD MSE = 2.24). The independently fit iHMMs followed. At 10% and 20% missing data,

the proposed joint iHMMs had smaller MSE for MAR imputations than the independently fit iHMMs.

For below LOD imputations, all iHMMs performed similarly when considering the size of Monte Carlo

standard errors (Web Table 1). The joint DPMM performed worst at all levels of missingness with high

MSE for both types of imputations.

In the distinct trends scenario, both our proposed joint cyclical model and the joint no covariates

model performed similarly regarding hidden state and state-specific mean estimation (Web Table 2).

Hence, there are minimal drawbacks of including cyclical trends in the model when they are not present

in the data. Relative performance of the other models was similar in both scenarios.

5 Application to FCCS Data

We applied our proposed method to the FCCS data described in Section 2. First, we conducted a vali-

dation study to test our multiple imputation approach using holdout observations. We compared vari-

ations of our proposed model with different covariates in a situation with an unknown latent structure.

Second, we used our proposed method to estimate a hidden state structure in the FCCS data and impute

missing observations.

5.1 Validation Study

We created 20 data sets for validation. In each data set, we removed an additional 5% of the observed

data, which amounted to 2160 observations, split evenly between MAR and below the LOD. We used the

same method for removing data as in our simulation study, and specified new LODs at the 0.025 quantile

of the observed data for each exposure. Hence, the additional MAR data was different for each data set,

but the data below the LOD was the same for each data set in the validation.

We fit our proposed model with five different specifications for covariates. We fit the joint cyclical

model and the joint no covariates model as described in Section 4. To account for repeated sampling

days, we fit a joint subject-specific cyclical model, which uses the same harmonic function calculated as
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in Section 4 as covariates, as well as subject-specific effects of the harmonic function, as described in (4).

We also fit a model with an indicator variable for the five manually defined microenvironments (home,

work, eateries, transit, and other) as categorical predictors, as well as a model with subject-specific ef-

fects of the microenvironments, as described in (4). We considered three comparison models: the joint

DPMM, a pooled approach, and a stratified approach. In the pooled approach, we fit a single multi-

variate normal distribution to the entire data set. In the stratified approach, we fit separate multivariate

normal distributions to the data within each of the five manually assigned microenvironments. We im-

puted missing data for the pooled and stratified approaches by sampling from the posterior predictive

distributions of the grouped data. To evaluate imputations, we calculated mean MSE and bias over 400

imputations.

Results from our validation study are shown in Table 2. All five variations of our proposed model

performed similarly and were the best methods for MAR imputations, with mean MSE ranging from 1.20

to 1.39. For the pooled and stratified approaches, mean MSE for MAR imputations was 2.21 and 2.05,

respectively. For below LOD imputations, the pooled and stratified approaches had lowest MSE on the

majority of the data sets. For our proposed approaches, the minimum MSE for imputations below the

LOD ranged from 0.70 to 1.08, with means ranging from 1.94 to 2.58. Meanwhile, the minimum MSE for

the pooled and stratified approaches was 1.10 and 1.09, with mean MSE of 1.13 and 1.12, respectively.

The joint DPMM had very poor imputations for both types of missing data. For all methods, imputations

tended to be negatively biased and more so for below LOD imputations.

These results demonstrate that the hidden state estimation offered by our proposed approach im-

proves imputations for MAR data over naive fixed-state approaches and a DPMM with no temporal

structure. For data below the LOD, our results must be interpreted with caution and only in the con-

text of this data set and validation design, since data below the LOD was not randomly generated as in

our simulation study. Much of the data below the LOD was clustered within a few sampling days for a

long period of time. Imputations of the FCCS data were not sensitive to the covariates specified in our

proposed approach. In particular, our models with cyclical trends performed just as well as the mod-

els using microenvironments as predictors, suggesting that the microenvironment data, which may be
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costly to obtain and subject to error, were not necessary for accurate imputations of multivariate expo-

sures.

Our imputation approach was sensitive to the specification of the emission distribution parameter

λ. We conducted a sensitivity analysis of the parameter λ included in Web Appendix D. Smaller values

of λ led to higher MSE for imputations in our proposed approaches due to larger a priori variation in the

data and state-specific means (Web Tables 3 and 4).

5.2 Case Study

We applied the joint subject-specific cyclical model to the FCCS data set described in Section 2. Although

all variations of covariate structure that we considered in the validation study performed similarly, the

joint subject-specific cyclical model best represents our prior belief in the underlying data structure. We

based inference on 5000 iterations after discarding 5000 iterations as burn-in. Web Figures 4-6 show trace

plots of the imputations and estimated number of hidden states, demonstrating evidence of convergence

within 5000 iterations. The computational time to run our MCMC sampler for 1000 iterations in our

application to the FCCS data set was 3.2 hours on a personal laptop (Processor: 3.1 GHz Dual-Core Intel

Core i5, Memory: 16 GB 2133 MHz LPDDR3) in R version 4.0.3.

We classified hidden states using the draws-based latent structure optimization method described

by Dahl (2006) with the variation of information loss function (Wade and Ghahramani, 2018). Using

this method, we estimated 53 hidden states shared across the 50 sampling days. Figure 1a shows the

model-averaged log-transformed exposure means for each state, with error bars representing the empir-

ical minimum and maximum log-transformed exposures within each state. In Figure 1b, we show the

number of time points assigned to each state and the proportion that lie within each of the five manually

assigned microenvironments from the FCCS. Individuals spent most of their time in the home and work

microenvironments. Time spent in the hidden states ranged widely, where some hidden states were

frequently visited and others were relatively rare. Most hidden states encompassed several microenvi-

ronments, indicating similar exposure levels exist in different environments.

The hidden states provide opportunity for further investigation of time-activity patterns associated
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with the exposures. To illustrate this, we investigated hidden state 8 and hidden state 12. Hidden state 8

had higher than average mean exposure for each of three pollutants. By far the most common microen-

vironment in state 8 was home, followed by other, and then work. In this analysis, 637 time points were

assigned to state 8 across 38 sampling days and 9 unique people (Web Table 5). The presence of this

state among many people and days suggests that people frequently experience periods of time when

their home microenvironments are subject to higher than average levels of exposure. This state tends

to occur around typical breakfast and dinner times and likely corresponds to cooking events. Hidden

state 12, on the other hand, had markedly lower than average mean exposure to CO. The 458 time points

assigned to hidden state 12 spanned 31 days and 9 unique people (Web Table 5), with approximately half

of the time points occurring at work and half at home. The very low CO exposure mean for this state

suggests that many of the time points assigned to this state may have CO levels below the LOD.

Next we discuss the hidden state trajectories for two sampling days for two separate individuals. We

selected two individuals that represent two different patterns in the data: one with very similar exposure

patterns and one with different exposure patterns over repeated sampling days. In Figure 2a we show

the estimated hidden states, reported microenvironments, and imputations for person 8 on sampling

days 1 and 3. The left column of panels shows the observed exposures for BC, CO, and PM2.5 for person

8 on sampling day 1, and the right column shows the observed exposures for person 8 on sampling day

3. In Figure 2b, we show the same for person 37 on sampling days 1 and 2. Microenvironment patterns

were similar across all four sampling days shown in Figure 2, with individuals generally first spending a

large portion of the day at home, followed by a short time in transit, a chunk of time at work, then transit

again and ending the day at home. Hidden state change-points generally aligned with microenviron-

ment change-points, showing that our model is able to pick up on changes in activity that coincide with

differences in the distribution of exposures. Our model also subdivides the microenvironments to reflect

changing conditions over time.

For person 8, similar microenvironment patterns over the two sampling days elicited similar levels

of exposure, which our model identified via shared hidden states. On both sampling days shown, person

8 traversed through hidden states 1 and 8 during their time at home. State 8, which had higher than
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average exposure means for all pollutants, was mostly visited during the evening hours (5-9pm) and

mid-morning hours (7-9am). State 1 occurred during the overnight hours. All three exposure means

were higher in state 8 than in state 1. It appears that our model is identifying shared activity patterns

related to cooking (state 8) and sleeping (state 1), which produce different exposure levels within the

same location.

On the contrary, person 37 exhibited differences in exposure patterns between the two sampling

days, even within the same microenvironment. Our model captured these differences by estimating

different hidden states on the two sampling days for this individual. Person 37 also had a substantial

amount of missing data on these two days. All of the imputations shown in Figure 2b represent data

below the LOD. The time points with CO below the LOD were all assigned to hidden state 12. At these

times, PM2.5 and BC exposures remained relatively constant. Hence, through the estimation of hidden

state 12, our model used the observed data within the state to inform imputations for the long stretch of

missing data seen for person 37 on sampling day 2.

Our approach produces a rich output regarding the hidden states, providing plenty of opportunity

for further investigation. For example, we estimated several rare hidden states that were present in only

one or two subjects. In particular, state 43 was present in only one subject for a total of 13 time points

across three days (Web Table 5). Figure 1 shows that hidden state 43 was defined by slightly lower than

average exposure to CO and PM2.5, and mainly appeared in the work microenvironment. An uncommon

feature of this person’s work may have produced this unique distribution of exposures. On the other

hand, some hidden states were common among many sampling days, but were only visited for a short

period of time each day. One example is hidden state 31, which occurred in 16 sampling days for a total of

81 time points (Web Table 5). Hidden state 31 had the highest mean exposure to CO and occurred in the

microenvironments home, transit, and other (Figure 1). This hidden state suggests that multiple people

experience high exposure to CO for a short period of time, which may disproportionately influence daily

cumulative exposures. Through visualization of the time series containing hidden states 43 and 31, we

can use our model’s output to shed light on possible activities associated with both rare combinations of

exposures and short periods of high exposure.
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6 Discussion

In this paper, we proposed a coherent modeling framework to identify shared exposure patterns and

impute missing data in time-resolved ambient pollutant exposure data collected with personal monitors.

Our model is a covariate-dependent iHMM for multiple multivariate time series with missing data. We

model hidden state transitions with a PSBP, which flexibly allows time-varying covariates and subject-

specific effects to inform hidden state transitions and improve imputations. Our model imputes data

that are MAR or below the LOD.

In simulation, our approach offers improvements in hidden state estimation and imputation over

models fit independently to each time series or a DPMM with no temporal structure. On the FCCS data,

our approach best imputes MAR data compared to competing methods.

In our analysis of the FCCS data, we investigated the utility of our proposed approach. In particular,

our model can impute missing data for multiple multivariate exposure assessments. To our knowledge,

this is the first iHMM developed that can impute data that are both MAR and below the LOD for multiple

time series. Accurate imputations are critical in exposure assessments so the data can be reliably used

for health effects studies. Additionally, through estimation of the hidden state trajectories, our proposed

model can identify both shared and unique states among multiple individuals that correspond to high

or low exposures. The estimated hidden states allow us to make inference on time-activity patterns for

the individuals in the data set, which can subsequently inform possible interventions.

A limitation of our approach is the challenge of interpreting covariate effects in the PSBP due to

the probit transformation, stick-breaking formulation, and possible label switching in the MCMC. While

our primary interest was to use covariates to inform hidden state transitions, other methods, such as

the mixed HMM (Altman, 2007) or the stick-breaking Pólya-gamma approach (Linderman et al., 2015),

could be considered if interest focuses on interpreting covariate effects.

Our work offers a number of promising future directions. First, uncertainty in the LOD and the miss-

ing data classification could be accommodated by estimating the LOD and modeling the missing data

type with a binary variable, respectively. Second, while our method was developed to cluster time points,
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extensions may consider hierarchical clustering of sampling days or subjects. Clustering sampling days

would provide insights into weekly or seasonal patterns in exposures, while clustering subjects may elu-

cidate individual- or group-level activities related to exposures. Third, the method could be extended to

accommodate continuous time series and non-Gaussian emissions. With the rapid increase in the use

of personal monitors in studies of air pollution exposure and health, methods such as we proposed in

this paper, as well as these potential extensions, are essential to maximize the information researchers

can obtain from these data.
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(a) Model averaged state-specific exposure means

(b) Hidden states and microenvironments

Figure 1: Results from analysis of FCCS data using joint subject-specific cyclical model. Panel
(a) shows model averaged log-transformed exposure means for each of the 53 hidden states
estimated in the most optimal partitioning of the FCCS data. Exposures include black carbon
(BC), carbon monoxide (CO), and fine particulate matter (PM2.5). Error bars depict the min-
imum and maximum empirical exposures within each state. Panel (b) shows the number of
time points in each hidden state and the proportion of time points that intersected with each of
the manually assigned microenvironments from FCCS. The total number of time points in this
analysis was 14,400. This figure appears in color in the electronic version of this article, and any
mention of color refers to that version. 24



(a) Person 8 sampling days 1 and 3

(b) Person 37 sampling days 1 and 2

Figure 2: Multivariate exposures for two sampling days for each of two individuals in the FCCS
data. Panel (a) shows person 8 on sampling days 1 (left panel) and 3 (right panel). Panel (b)
shows person 37 on sampling days 1 (left panel) and 2 (right panel). Points represent exposure
data with colors determined by the hidden state to which each time point was assigned in the
most optimal partitioning of the data. Background colors represent the microenvironments as
assigned by the FCCS based on time-activity diaries and GPS data. Black points and associated
error bars show the mean imputed values and 95% credible intervals. Time is the local Moun-
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Table 1: Results from the shared trends scenario simulation study. The two variations of our
proposed joint iHMM approach are the model with cyclical trends (joint cyclical) and the model
with no covariates (joint no covariates). We include the model with cyclical trends fit indepen-
dently to each time series (indep. cyclical) and the model with no covariates fit independently
to each time series (indep. no covariates). Last is the Dirichlet process mixture model (joint
DPMM) fit jointly to all time series. The table shows the following measures: mean estimated
number of hidden states (K̂); mean Hamming distance, which is a measure of the distance be-
tween the estimated hidden state trajectories and the true hidden state trajectories; mean MSE
for the state-specific means (µMSE); mean MSE and bias for the MAR and below LOD data im-
putations. Results are shown for four levels of missing data: 0%, 5%, 10%, and 20%. Standard
errors are shown in Web Table 1.

MAR LOD MAR LOD
Method K̂ Hamming µMSE MSE MSE bias bias

0%

joint cyclical 14.25 0.23 0.07 – – – –
joint no covariates 12.78 0.31 0.08 – – – –
indep. cyclical 125.97 0.52 0.38 – – – –
indep. no covariates 100.80 0.61 0.48 – – – –
joint DPMM 30.13 0.33 0.05 – – – –

5%

joint cyclical 13.50 0.30 0.08 0.46 3.01 -0.06 -0.77
joint no covariates 11.06 0.39 0.10 0.62 2.24 -0.06 -0.60
indep. cyclical 122.62 0.52 0.28 1.02 4.26 -0.06 -1.08
indep. no covariates 96.82 0.61 0.35 1.11 3.49 -0.05 -0.93
joint DPMM 47.84 0.49 8.85 109.05 415.44 -2.83 -8.68

10%

joint cyclical 12.73 0.35 0.20 0.71 4.52 -0.05 -0.83
joint no covariates 11.69 0.44 0.21 0.82 3.60 -0.07 -0.86
indep. cyclical 117.80 0.53 0.32 1.12 4.29 -0.07 -1.00
indep. no covariates 93.32 0.62 0.40 1.29 3.67 -0.08 -0.92
joint DPMM 54.78 0.51 16.84 110.77 343.35 -2.69 -6.98

20%

joint cyclical 13.55 0.33 0.38 0.96 4.33 -0.14 -1.00
joint no covariates 11.14 0.46 0.30 0.90 3.12 -0.10 -0.79
indep. cyclical 109.90 0.57 0.49 1.60 7.19 -0.14 -1.37
indep. no covariates 83.84 0.67 0.54 1.53 5.36 -0.12 -1.12
joint DPMM 62.84 0.56 72.22 308.17 618.32 -7.72 -11.44
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Table 2: Results from the imputation validation study using FCCS data. The table shows the
minimum (min), median, mean, and maximum (max) mean squared error (MSE) for imputa-
tions of MAR and below LOD data. The five variations of our proposed joint iHMM approach
include the model with no covariates (joint no covariates), the model with cyclical trends (joint
cyclical), the model with subject-specific cyclical trends (joint s.s. cyclical), the model with
microenvironments as categorical predictors (joint microenv.), and the model with subject-
specific microenvironment effects (joint s.s. microenv.) In the pooled approach, a single mul-
tivariate normal distribution was fit to all data. In the stratified approach, multivariate nor-
mal distributions were fit to all data within each FCCS assigned microenvironment. Last is the
Dirichlet process mixture model (joint DPMM) fit jointly to all time series.

MSE bias

min median mean max min median mean max
MAR
joint no covariates 0.93 1.19 1.23 1.70 -0.26 -0.15 -0.15 -0.04
joint cyclical 0.99 1.19 1.26 1.81 -0.20 -0.15 -0.13 -0.08
joint s.s. cyclical 0.90 1.10 1.20 2.34 -0.26 -0.15 -0.14 -0.06
joint microenv. 1.03 1.23 1.28 1.67 -0.23 -0.15 -0.14 -0.06
joint s.s. microenv. 1.00 1.20 1.39 4.07 -0.29 -0.19 -0.17 -0.11
pooled 2.13 2.19 2.21 2.31 -0.23 -0.16 -0.15 -0.01
stratified 1.96 2.04 2.05 2.17 -0.23 -0.16 -0.15 -0.01
joint DPMM 302.83 568.48 613.70 1109.12 -18.05 -12.54 -12.65 -8.17
Below LOD
joint no covariates 0.71 1.82 1.94 5.11 -1.07 -0.24 -0.30 0.14
joint cyclical 0.84 1.92 2.09 5.26 -0.59 -0.25 -0.23 0.17
joint s.s. cyclical 0.70 1.95 2.14 5.53 -0.97 -0.29 -0.32 0.21
joint microenv. 0.77 1.74 1.96 4.06 -0.98 -0.21 -0.29 -0.01
joint s.s microenv. 1.08 2.03 2.58 10.23 -1.17 -0.53 -0.45 -0.04
pooled 1.10 1.13 1.13 1.19 -0.27 -0.26 -0.26 -0.25
stratified 1.09 1.12 1.12 1.18 -0.27 -0.26 -0.26 -0.25
joint DPMM 663.08 1291.68 1498.04 2970.76 -44.84 -26.72 -27.73 -19.38
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